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Motivation

Hallman and Gu [1] showed that the LSMB iterates
(A€ R™" bec R™ x € R", m>n, Kk = Krylov(AT A, AT b, k),
w > 0)

X, = argmin [[(ATA + wl)"Y2AT (Ax — b)||2
XEKk

arest. (0<A<1)
Xy = Ax0 + (1 = M)Xoo = {xu — X0} C 1-dimensional subspace

Proof is complex and does not explain why.



Problem statement

We generalize

Xpo = argmin |[(A+wl)"Y2(Ax — b)|
XES

for an arbitrary subspace S.

If S = Krylov(A, b, k)
> Xxp is CG solution;
> x. is MINRES solution.

We ask

{Xw — x0lw > 0} C Low dimensional subspace ?



Index of invariance

We define
Inda(S) = dim(S 4+ AS) — dim(S)

> If S is invariant, Inda(S) =0
» If S is Krylov (but not invariant), then Inda(S) =1

Let V span S, [V V'] span S + AS and V" the complement, we
have the decomposition

% T|B*| 0
VAV V' v =|B|C|D

VI 0| D | E




Main result

Let A be hermitian and invertible, w > wWmin = —Amin(A), S a
subspace,

Xpew = argmin [|(A+wl)"Y2(Ax — b)|
xeS

Then [2]
{Xbw — Xbo | W > wWmin} Cspan(V(T*T + B*B)*IB*) =U

where
dim(U) < Inda(S)

» U does not change with b;
» If S invariant: U = {0};
» If S Krylov: U = 1-dimensional.



Weak converse holds

For any d € span(V(T*T 4 B*B)~1B*), there exist b and w such
that
d = Xpw — Xb,0



Strong converse does not hold

There exist a matrix A such that for all b
{Xbw — X0 | w > —Amin(A)} € U’

where

dim(U') < Inda(S)
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