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Overview

Given X = {x1, . . . , xn}, Y = {y1, . . . , yn} and K(x, y)
smooth, build low-rank factorization of

Kij = K(xi, yj)
The resulting algorithm
• has near-optimal complexity O(nr) with small
constants, where r is the optimal rank

• is insensible to points X and Y distribution
• is very easy to implement
• is numerically very stable and accurate
• can work in arbitrary spaces using a smooth mapping

𝐾(𝑥, 𝑦)

𝑋 𝑌

Motivation

Many physical problems can be modeled as integral equations

a(x)u(x) +
∫
∂Ω
K(x, y)u(y)dy = f (x) ∀x ∈ ∂Ω

that, after discretization, give

aiui +
N∑
k=1

Kijuj = fi ∀i.

In that case, K’s off-diagonal blocks are low-rank

Continuous SVD

If K is smooth there exists a continuous SVD,

K(x, y) =
∞∑
s=1

σsus(x)vs(y)

≈
r∑
s=1

σsus(x)vs(y)

Given this, one has
K(X, Y ) ≈ | |
u1(X) . . . ur(X)
| |

σ1
. . .

σr

 | |
v1(Y ) . . . vr(Y )
| |

>

Problem becomes: find a low-rank approximation of K(x, y),
since then K(X, Y ) follows.

Kernel Interpolation

By interpolating in x and y successively,

K(x, y) ≈
K∑
k=1

Lk(x)K(x̄k, y)

≈
K∑
k=1

L∑
l=1

Lk(x)K(x̄k, ȳl)Ll(y)

= K̃(x, y)
using tensor of Chebyshev nodes x̄k and ȳl over X and Y .

𝐾"(𝑥, 𝑦)

𝑋) 𝑌)

So
K(X, Y ) ≈ K̃(X, Y ) = | |
L1(X) . . . LK(X)
| |

K(x̄1, ȳ1) . . . K(x̄1, ȳL)
... ...

K(x̄K, ȳ1) . . . K(x̄K, ȳL)

 | |
L1(Y ) . . . LL(Y )
| |

>

Issue

Rank of K̃, r0, is usually much higher than r.

Skeletonized Interpolation

•K(X̄, Ȳ ) has rank r0 � r

• Need to recompress
• CUR decomposition selects X̂ ⊂ X̄ and Ŷ ⊂ Ȳ such that

PxK(X̄, Ȳ )Py ≈
[
I

Š

]
K(X̂, Ŷ )

[
I Ť>

]
where ‖Š‖, ‖Ť‖ are small (in practice, one has to take into
account the integration weights of the Chebyshev nodes as
well)

• The obtained factorization is

Skeletonized Interpolation

K(x, y) ≈ K̂(x, y) = K(x, Ŷ )K(X̂, Ŷ )−1K(X̂, y),
with rank r1 = |X̂| = |Ŷ | ≈ r.

𝐾"(𝑥, 𝑦)

𝑋) 𝑌)

Numerical Results
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Computational Cost

Nearly optimal complexity of O(nr) to build the Skeletonized
Interpolation factorization

K(X, Y ) ≈ K(X, Ŷ )K(X̂, Ŷ )−1K(X̂, Y ).
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Future Work

• Explore other interpolation rules
• Try sparse grids methods to work in higher dimensions
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